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DELHI TECHNOLOGICAL UNIVERSITY

SCHEME OF TEACHING AND EVALUATION M.TECH DATA SCIENCE

The following alphanumeric coding scheme has been

Core Courses XXXYMN
Elective Courses XXXYCMN

XXX abbreviates a particular M. Tech. program, Y — (5 for M. Tech.
year), C

adopted

3l

Ist year, 6 for M. Tech. 2nd

— credit of the course (4/3/2), MN — Subject code (Odd number for odd semester and
even number for even semester courses
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Page 1 of 31



Bo}c,

3 IDSC5402/5404Elective 4  [Elective 4 3 ol 2 his ks |20 40 B
4 |DSC5302/5304Elective 5 [Elective 3 3 ol o ko o 30 |50- -
DS5202/5204/
a 5 e Elective 6 |[Elective
= / 2 2 o o0 po (O (30 50 -
s UEC5202/520
1 5
0 4 iiiinnnses
Semester-I1
w | g K| R g | =2
SN \Course Code [Course Type/ |l ce| L | 1 P z | Z| Bl B 21373
0. N Area O | &~ = b = =
ame O
Track 1 12
1 [DSC651 Research  [Core 12 0 12 0 0 - 100 -
Project
Track 2
1 [DSC601 Major Core 3 0 0 |40 60 -
Project I
S Ve
(= . .
(‘5 3 |DSC6301/6303Elective 8 [Elective 3 3 ol o ko b |30 50 .
4 [DSC6201/6203Elective 9  [Elective L
2 |20 0| 0/4 0 KO |30/ [50/0 0/60
............ 0
Semester-1V
w2 = = N _— N
SN lcourse Code |Course e/ cr | L | T P = 2| 5| E = (3=
0- Name jArea O~ & B = =
O
Track 1
1 |DSC652 Research  [Core 12 0 12 0 - 100 - 12
Project
g [Track2
g
S 1 [DSC602 Maj.or Core 12 0 12 0 40 60 - 12
Q0 Project II

Page 2 of 31




Tl

%

<
(d

2q[c

LIST OF ELECTIVES:
S.No. gg::se Course Name Type/ [Cr |L|T|P |CWS |PRS |MTE |ETE |PRE
Area
Programming
IDSC5401
1 Languages 4 30215 |25 | 20 |40 | -
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SEMESTER I
DSC501 Mathematical Foundations of Computer Science

This course contains topics of Introduction to Probability theory, Through set and Relative
Frequency: Experiments and Sample Spaces, Discrete and Continuous Sample Spaces, Events,
Probability and Axioms, Probability as a Relative Frequency, Joint and Conditional Probability,
Random Variables, Distribution Function, Density Function. Random Samples, sampling
distributions, Methods of moments and maximum likelihood. Covariance and correlation, Statistical
Inference: Introduction of multivariate statistical models: Classification and regression, principal
component analysis, overfitting problem. Graph theory: Isomorphism, planar graphs. permutations
and combinations. Computer science and engineering application: software engineering, data mining,
machine learning. Recent Trends

Text Books:

1. J. Vince, “Foundation Mathematics for Computer Science”, Springer, 2015.

2. Ronald Walpole, Raymond Myers, Sharon Myers, Keying Ye, “Probability and Statistics for
Engineers and Scientists”, Prentice Hall International, 2016. '

3. Joseph F. Hair, William C. Black, Barry J. Babin, Rolph E. Anderson, “Multivariate Data

Analysis”, Prentice Hall, 2010.
4. Vijay K. Rohatgi, A. K. Md. Ehsanes Saleh, “An Introduction to Probability and Statistics™, 3rd

Edition, Wiley, 2015.

Reference Books:

1. H.C. Taneja, “Statistical methods for Engineering and Sciences”, I.K. International.
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DSC503 Data Management and Ethics

The objective of i ]

syst emJ coRioepts t};: dc‘?l;rszr;;it;;?troduce data management concepts and ethical practices. Database

database language and interf. ”1;;, o m(-)(.iels schema and instances, Data independence and

Language. Data B ) r‘ace, 'ata definition languages, DML. Relational Data Model and
ge. a Base Design: Functional dependencies, normal forms, INF, 2NF, 3NF and BCNF,

multi-val i . .
i-valued dependencies fourth normal form, join dependencies and fifth normal form. Inclusion

dependencies joi sts
p , lossless join decompositions, normalization using FD. Transaction processing
Testing of serializability,

gonFiPts: .Transaction processing system, schedule and recoverability,
dZ:dal ;zib;]l;t:dﬁi :hég;llis;r:zgjl(; ‘:irzlle};/ s;rifilizab'le scht.:dule, reco.very from transaction failures,
ime stamping protocols e echniques: Locking Techm.ques for concur_rency control,
ncy control, Database Security Issues. Ethics and Data
Man-agement:- Data ethics, Need for Data ethics, Data ownership and privacy, The Five Cs (Consent,
Clarity Consistency and Trust, Control and Transparency, Consequences), Implementing 5Cs, Ethics
and Security Training, Developing Guiding Principles, Building Ethics into a Data-Driven Culture.
Ethical issues related to data collection and storage:- ethical responsibilities of a company to its
customers. Ethical responsibilities of employees to the company and its customers, Ethical
responsibilities of customers to the company. Database Administrator's Code of Ethics:- Database
Administrator, Need of Database Administrator, Existing DBA Code of Ethics, ~Areas of
improvisation in existing code of ethics. Data Ethics Case studies: Academic Data Standards.

«Fundamentals of Database Systems’

Text Books:
1. R. Elmasri, S. B. Navathe, R. Elmasri and S. B. Navathe,
Addision Wesley, 2000.
“Database System Concepts”s McGraw Hill, 7th

9. A. Silberschatz, H. F. Korth and S. Sudarshan,

edition, 2019.
3. M. Loukides, H. Mason and D. J. patil, “Ethics and data science”, O'Reilly Media, 2018

4. L. Turner, A. B. Weickgenannt and M. K. Copeland, “«Accounting information syste
processes and ¢ » John Wiley & Sons, 2016.

ms: the

ontrols’
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DSC5401 Programming Languages

s through Python language.

The objective of the course is to introduce programming fundamental
Overview of Programming:

Planning the Computer Program, Techniques of Problem Solving,
Structure of python program, basic elements of python program. Introduction to Python: Python
Interpreter, Using Python as calculator, Python shell, Indentation. Atoms, Identifiers and keywords,
Literals, Strings, Operators. Creating Python Programs: Input and Output Statements, Control
statements, Defining Functions, default arguments, Errors and Exceptions. [teration and Recursion,
Strings and Lists, Object Oriented Programming: Introduction to Classes, Objects and Methods,
Standard Libraries. Data Structures: Arrays, list, set, stacks and queues. Searching and Sorting.

Text Books:
1. T. Budd, “Exploring Python”, First Edition, Tata McGraw Hill

2. Downey, J. Elkner and C. Meyers. “How to think like a compu
5th edition, Freely Available Online, 2012.

,2011.
ter scientist learning with Python”,

DSC5403 Advanced Database Management System

ses: Integrity Constraints revisited, Extended ER diagram, Relational Algebra &
Calculus, Functional, Muiltivalued and Join Dependency, Normal Forms, Rules about functional
dependencies. Advanced Transaction Processing: Nested and Multilevel Transactions, Compensating

Transactions and Saga, Long Duration Transactions, Weak Levels of Consistency, Transaction Work

Flows, Transaction Processing Monitors, Schedules, Serializability, conflict and view Query
i ted size, statistics in

Processing: General strategies for query processing, transformations, €xpec
estimation, query improvement, view processing, query processor. Query Optimization: Indexing and

Query Optimization, Limitations of Relational Data Model, Null Values and Partial Information.
parallel and Distributed Databases: Distributed Data Storage — Fragmentation & Replication,
Location and Fragment Transparency Distributed Query Processing and Optimization, Distributed
Transaction Modeling and concurrency Control, Distributed Deadlock, Commit Protocols, Design of
Parallel Databases, Parallel Query Evaluation. Active Database and Real Time Databases: Triggers in
SQL, Event Constraint and Action: ECA Rules, Query Processing and Concurrency Control,

Compensation and Databases Recovery.

Relational Databa!

Text Books: )
1. R. Elmasri and S. B. Navathe, “Fundamentals of Database Systems”, 4th edition, Pearson

Education, 2007.
2. H. G. Molina, J. Ullman and J. Widom, “Database Systems, The complete book”, 2nd edition

Pearson, 2001.

Reference Books:
1. C.J. Date, A. Kannan and S. Swaminathan, “An Introduction to Database Systems”, 8th edition

Pearson Education, 2007.
2. A. Silberschatz, H. F. Korth and S. Sudarshan, “Database System Concepts”, McGraw Hill, 7th

edition, 2019.
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DSC5405 Advanced Operating System

The objective of the course s to learn various concepts related to operating systems. Operating
system concepts: history, evolution and philosophy of operating systems. Concurrent processes,
process coordination and synchronization, CPU scheduling, deadlocks, memory management, virtual
memory, secondary storage and file management, device management, security and protection,
networking, and distributed and real-time systems.

Text Books:
1. A Silberschatz, P. B. Galvin and G. Gagne, “Operating Systems Concepts’

Wiley Publications, 2008.
2. A.S. Tanenbaum, “Modern Operating Systems”, 3rd edition, Pearson Education, 2007.
3. W. Stallings, “Operating Systems, Internals & Design Principles” 5th edition, Prentice Hall of

India, 2008.

. 8th edition, John

DSC5407 Advanced Data Structures

This course covers topics of Review of Elementary data structures, Sparse matrices, Advanced Data
Structures: data structures for combinatorial, Operations on Disjoint Divide and Conquer approach,
Graph Algorithms: Definitions and Algorithms, Greedy Method and Dynamic Programming,
Dynamic Programming, Advanced Algorithms: NP Complete problems, Approximation algorithms
for NP complete problem, Algorithms for matching, Flow and circular problems, Bio Inspired

Algorithm- Genetic Algorithm, Particle Swam, Artificial Bee Colony, Firefly Algorithm, Bat

Algorithm.

Text Books:

1. T.H.Cormen, C. E. Leiserson and R. L. Rivest, “Introduction to Algorithms”, MIT Press, 2009.
2. R. E. Tarjan, “Data Structures and Network algorithms”, SIAM Regional Conference series in

Applied Mathematics, 1987.
3. A. Aho, J. Ullman and J. Hoperoft, “The Design and Analysis of Computer algorithms”, Addison

Wesley, 1974.
4. S.Dasgupta, C. H. Papadimitriou, and U. V. V Azirani, “Algorithms”, Tata McGraw Hill, 2017.

5. Y. Langsam, M. J. Augenstein and A. M. Tenenbaum, «Data Structures using C and C+t7,

Pearson, 2006.
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DSC5409 Data Warehousing and Data Mining

This course' contains topics of Data Warehousing, Data Warehouse Architecture, Design,
Implementation & Maintenance, Data Mining Concepts, Mining Association Rules in Large
Databases, Classification and Prediction, Cluster Analysis in Data Mining, Mining Complex Types
of Data: Multidimensional Analysis and Descriptive Mining of Complex Data Objects, Mining
Spatial Databases, Mining Multimedia Databases, Mining Time Series and Sequence Data, Mining
Text Databases, Applications, Trends in Data mining, spatial mining, and Web Mining.

Text Books:

1. P. Ponniah, “Data Warehousing Fundamentals”, John Wiley, 2001.
2. M. H. Dunham, “Data Mining Introductory & Advanced Topics”, Pearson Education, 201 1.

3. H. Kamber, M. Kaufman and J. Pie, “Data Mining Concepts & Techniques™, 3rd edition, Morgan
Kaufmann, 2012.

DSC5411 Software Project Management

This course contains topics of Project Management concepts, Process Framework, Project Planning
Software Life Cycle Models, Artifacts of the Project Management Process, Cost and Scheduling
Estimation Models, Gantt Chart, CPM and PERT, Project Management Techniques, Project
Closure, Software Project Management Renaissance, Advance Topics in Software Project
Management

Text Books:

1. W.S. Humphrey, “Managing the Software Process”, Pearson Education, 1990.
2. W.Royce, “Software Project Management”, Pearson Education, 2002.

3. P. Jalote, “Software Project Management in Practice”, Pearson Education, 2002.
4. B.Hughes, “Software Project Management”, Tata McGraw Hill, 1995.
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DSC5303 Artificial Intelligence

Basic Problem
Knowledge
tural

oblems, Task Domains of Al, Al Techniques,
Heuristic search Techniques,
Logic: Unification, resolution. Na

This course COVers topics of Al Pr
solving Method: state space search, problem characteristics,
Representation Knowledge Representation: using Predicate

deduction, using Rules, Structured Knowledge Representation, Programming Languages: Prolog or
Lisp, Symbolic Reasoning under uncertainty, Statistical Reasoning, Concept of learning, learning in
problem solving, learning by inductions, genetic algorithm, , Neural Network, Genetic theorem,
Expert Systems Research issues in different domains.

Text Books:

1. JE.Rich. K. Knight, “Artificial Intelligence
9. N.J. Nilsson, “Principles of AI”, Narosa Publ. House, 1990.

3. D.W. Patterson, “Introduction to Al and Expert Systems”, PHI, 1992.

4. M. Negnevitsky, “Artificial Intelligence: A Guide to Intelligent Systems”,

Wesley, 2005

» Tata McGraw Hill, 2nd edition, 1992.

ond edition, Addison-

DSC5305  Information Retrieval

ics of Introduction and Search engine architecture, Search engine
Retrieval evaluation, classical evaluation metrics, €.g., Mean
nce, e.g., interleaving. Relevance feedback, Link analysis and
and online advertising.

This course contains top
architecture, Retrieval models,
Average Precision, and modern adva
Search applications, recommendation, personalization,

Text Books:
1. C.D.Manning, P. Raghavan and H. Schutze.

University Press, 2008.

«Introduction to Information Retrieval”, Cambridge
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DSC5307 Artificinl Neural Networks

Introduction: A Neural Network, Human Brain, Models of a Neuron, Neural Networks viewed as
Directed Graphs, Network Architectures, Knowledge Representation, Artificial Intelligence and
Neural Networks Learning Process: Error Correction Learning, Memory Based Learning, Hebbian
Learning, Competitive,  Boltzmann Learning,  Credit  Assignment  Problem,  Memory,
Adaption, Statistical Nature of the Learning Process. Convolutional Neural Network. Single Layer
Pereeptron: Adaptive Filtering Problem, Unconstrained Organization Techniques, Linear Least
Squarc Filters, Least Mean Square Algorithm, Learning Curves, Learning Rate Annealing
Techniques, Perceptron —Convergence Theorem, Relation Between Perceptron and Bayes Classificr
for a Gaussian Environment Multilayer Perceptron: Back Propagation Algorithm XOR Problem,
Heuristics, Output Representation and Decision Rule, Computer Experiment, Feature Detection,
Back Propagation: Back Propagation and Differentiation, Hessian Matrix, Generalization, Cross
Validation, Network Pruning Techniques, Virtues, and Limitations of Back Propagation Learning,

Accelerated Convergence, Supervised Learning.

Text Books:

1. Simon S. Haykin, “Neural Networks”, Pearson, 3rd Edition, 2009.

2. B. Yegnanarayana, *Artificial Neural Networks™, Prentice Hall of India Pvt. Ltd 2005.
3. L. M. Fu, “Neural Networks in Computer Intelligence”, TMH 2003.

4. J. A. Freeman and D. M. Skapura, “Neural Networks”, Pearson Education 2004.
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DSC5309 Business Analytics

:}';:g:;f:'ﬁ"p‘::gt E:'%Z:;”\‘/‘::;:;E‘;lIL)[:GSIVOL!: \IJ]ilflkil}Ij{',, ;I)usmcss analytics defined, Bfg da.la, [.Susincss
dashboards. Spreadsheet Models and : ey L(\;/, ; a ) cs,. Charts, Advuncu:d (']ala visualization, data
models, what if analysis, excel functio { pmw,z.mon Mc?d.cls: Building good sprcad?hcct
oo » € 1s for modeling, auditing spreadsheet models. Linear
OPtllelzallon models: Minimization problem, solving the par. Inc problem, maximization problem,
special cases of linear program outcomes, sensitivity analysis, general linear programming notation.
Intc.ge.r L'incar Optimization Models and Nonlinear optimization Models: Types of Integer linear
o!)tlmlzatmn models, castborne realty example, solving using excel solver, application involving
binary variables, modeling flexibility provided by binary variables, generating alternatives. Nonlinear
optimization models: a production application, local and global optima, a location problem,
Markowitz portfolio model, forecasting adoption of a new product. Monte Carlo Simulation and
Decision Analysis: Monte Carlo Simulation: Risk Analysis for Santonics LLC, Simulation modeling
for land Shark Inc., Simulation considerations. Decision analysis: Problem Formulation
Business Analytics Applications: Why resource constraints are important to support business
analytics: introduction, business analytics personnel, business analytics data. Prescriptive Analysis:
Prescriptive modeling: non-linear optimization. Measures & metrics and Performance Management.

Text Books:

1. J. D. Camm, J. J. Cochran, M. J. Fry, J. W. Ohlmann, D. R. Anderson, D. J. Sweeney and T. A.
Williams, “Essentials of Business Analytics”, Cengage Learning, 2nd edition, 2015.

2. R.N. Prasad and Seema Acharya, Fundamentals of Business Analytics, Wiley, 2011.

3. C. M. Starkey, D. G. Schniederjans and M. J. Schniederjans, “Business Analytics: Principles,
Concepts and Applications”, Pearson, 2014.

Reference Books:
1. J. Liebowitz, “Business Analytics: An Introduction”, Auerbach Publications, 2013.

2. D. R. Hardoon and G. Shmueli, “Getting Started with Business Analytics”, CRC Press, Taylor &

Francis, 2016.
3. P.H. Rao, “Business Analytics: An Application Focus”, Prentice Hall India, 2014.

4. J. K. Sharma and P. K. Khatua, Business Statistics, Pearson, 2012
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DSC5201 Seminar
Presentation based on recent topics

DSC5203 Research Methodology

This course contains topics of Foundation of Research and Problem Definition, Meaning, Objective
and Importance of research, Types of research, steps involved in research, identification of research
problem and its formulation. Research Design, Methods of research design, research process and
steps involved, Literature Survey. Data Collection and Analysis, Reporting of Research, Types of

research report, Referencing and referencing styles, Indexing and citation of Journals, Reference
management software like Mendeley, Intellectual property, Plagiarism.

Text Books:

I.- C.R. Kothari and G. Garg, “Research Methodology Methods and Techniques™, 3rd edition, New
Age International, 2019.
2. D. Cooper and P. Schindler, “Business Research Methods”, 9th edition, Tata McGraw Hill, 2006.

3. J. W. Creswell, “Research design: Qualitative, quantitative, and mixed methods approaches”,
Sage publications, 2013.

DSC5205 Stress Management

This course aims at learning the techniques to manage stress. Understanding the nature of Stress:
meaning of stress, the body’s reactions to stress, sources of stress across the lifespan, adaptive and
maladaptive behavior, individual and cultural differences. Strategies of stress management and
prevention: challenging stressful thinking, problem solving and time management, psychological and
spiritual relaxation methods, physical methods of stress reduction, preparing for the future: college
and occupational stress, care of the self: nutrition and other lifestyle issues, stress and conflict in
relationships. Strategies of synthesis and prevention: resilience and stress, optimal functioning,
making changes last.

Text Books:
I. J. A. Kottler and D. D. Chen, “Stress management and prevention: Applications to daily life”,
2nd edition, London and New York: Routledge.
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DSC5207 Data Visualization

This course intends to learn basics of information visualization, scientific visualization, to learn key
techniques for data visualization, technological advancements of data visualization, detailed view of
visual perception, the visualized data and distorting techniques. The introduction part discuss about
the visual perception introduction, visual reference model, visual mapping. information overloads.
Creation of visual representations, visualization systems will be covered in next part. Visualization of
groups, trees, graphs, clusters, networks and software. Visualization of volumetric data, vector fields,
processes, simulators, visualization of maps, graphic information, GIS systems, collaborative
visualizations. Recent trends in various perception techniques, various visualization techniques, data
structures used in the data visualization.

Text Books:
1. M.O. Ward, G. Grinstein and D. Keim, “Interactive data visualization: foundations, techniques,

and applications”™, CRC Press, 2010.
2. E. Tufte, “The visual display of quantitative information”, Graphics Press, 2001.
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SEMESTER II

DSC502 Data Preparation & Analysis

Introduction: Data Collection Strategies, Data Col

lection from Repositori ini
Software Repositories: positories, Mining Data from

Repositories. Common T():'?JI;? %)ufrzistgog\v:d a[:gem?m‘sysmms” et o SOﬁ“’flre
Systems, Open Source Reposihiie: T re eFosxtc?rles, Version Control Systems, Bug Trz‘xckmg
Citogorical vs Numerica] Nomina]\/. Ypes o V'anables.: Independent and Depender}t Var}ablcs,
> , ariables, Ordinal Variables, Interval Variables, Ratio Variables;
Identxf‘ylng the dependent and independent variables, Confidence levels. Data Preparation-I:
Descn.ptive Statistics: Summarizing and describing a collection of data, Univariate and bivariate
analysis, Mean, mode and standard deviation, Percentages and Ratios, Histograms, I[dentifying
randomness and uncertainty in data inferential Statistics: Drawing inference from data, Modeling
assumptions, Identifying Patterns, Regression analysis, T-test, Analysis of Variance, Correlations,
Chi-square Measures of central tendency, measures of dispersion, data distribution, histogram
analysis, normalization, outlier analysis, correlation analysis. Data Preparation-II: Attribute
Reduction Methods: Univariate Analysis, Correlation-based Feature Selection, Attribute Extraction:
Principal Component Analysis.
Case studies for data preparation and analysis.

Text Books
1. M. Kuhn, and K. Johnson, “Applied Predictive Modelling”, Springer Verlag, 2013
2. R. Malhotra, “Empirical Research in Software Engineering: Concepts, Analysis & Applications™,

CRC press, 2016.

Reference Books
1. K.S. Sharma, “Predictive Modeling with SAS Enterprise Miner: Practical Solutions for Business

Applications”, 2nd edition, SAS Institute, 2013.
2. J. Strickland, “Predictive Modeling and Analytics”, 2014.
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DSC504 Machine Learning

T}.1e objective is to make the student understand the different supervised, unsupervised and
reinforcement learning algorithms and choose the appropriate machine learning tool for different
real-w:orld examples. This course contains topics Machine Learning, Types of Machine
Leam_ngSUPef'ViSCd. Unsupervised Learning, Reinforcement Learning, Categories of Supervised
Learnu?g; Predictive Modeling, Steps in Mode] Prediction: Metric Data Analysis, Attribute
Reduction, Hypothesis Testing, Performance Evaluation Measures, Model Development, Model
DeYelopment, Model Validation, Mode] Comparison Tests, Decision Trees (ID3, C4.3, CART),
Artificial Neural Networks (Single-Layer Networks, Multi-layer Perceptron), Nearest Neighbour,
Computing Distance, Support Vector Machines Dimensionality Reduction. Research applications.

Text Books:

1. T. Mitchell, “Machine Learning”, McGraw Hill, 1997,

2. S. Shalev-Shwartz, S. Ben-David, “Understanding Machine Learning: From Theory to
Algorithms”, Cambridge University Press, 2014,

3. 1. D. Kelleher, B. M. Namee, A. D'Arcy, “Fundamentals of Machine Learning for Predictive Data

Analytics: Algorithms, Worked Examples, and Case Studies”, MIT Press, 2015.

DSC5402 Web Analytics and Development

This course intends to explore use of social network analysis to understand growing connectivity and
complexity in the world ranging from small groups to WWW. Introduction: Social Network and Web
data and methods, Graphs and Matrices, Basic measures for individuals and networks, Information
Visualization. Web Analytics Tools: Click Stream Analysis, A/B testing, Online Surveys. Web
Search and Retrieval: Search Engine Optimization, Web Crawling and indexing, Ranking
Algorithms, Web traffic models. Making Connections: Link Analysis, Random Graphs and Network
evaluation, Social Connects, Affiliation and identity. Connection: Connection Search, Collapse,

Robustness, Social involvements and diffusion of innovation.

Text Books:
1. D. Hansen, B. Shneiderman and M. A. Smith, “Analyzing social media networks with NodeXL:

Insights from a connected world”, Morgan Kaufmann, 2011.

A. Kaushik, “Web analytics 2.0: The Art of Online Accountability”, 2009,

D. Easley and J. Kleinberg, “Networks, crowds, and markets: Reasoning about a highly
connected world. Significance”, New York: Cambridge University Press.

S. Wasserman and K. Faust, “Social network analysis: Methods and applications™, New York:

2.
3.

Cambridge University Press, 1994.
P. R. Monge, N. S. Contractor, P. S. Contractor, R. Peter and S, Noshir, “Theories of

communication networks”, New York: Oxford University Press, USA, 2003.
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Conditional Probability and Bayes Rule, R
Review of Linear Algebra ;

Linear Discrimina i imi

Maohines K_Near:slt/_l:—‘zeﬁggn Clldear_nlng,. Optimization by Gradient Descent. Support Vector

Parzen Bt UnsugerVir p aLs51ﬂclat10n, Non—}:)arametric Classification, Density Estimation,

MOde”ing’ Expectaﬁon_l\fa . S‘e - earm{]g, Clustermg, Vector Quantization, K-means, Mixture

AR 1 . Ximization. Hidden Markoy Models, Viterbi Algorithm, Baum-Welch
» Linear Dynamical Systems, Kalman Filtering, Bayesian Networks.

Text Books:

1. R.O. Dl.Jda, P. Hart and D. Stork, “Pattern Classification”, Second Edition, Wiley, 2000.

2. C.M. sthop, “Pattern Recognition and Machine Learning’. Springer, 2007.

3. C. M. Bishop, “Neural Networks for Pattern Recognition”, Oxford University Press, 1995.

4. S. Theodoridisand and K. Koutroumbas, “Pattern Recognition”, 4th edition. Academic Press,
2008.

5. T. Hastie, R. Tibshirani and J. Friedman, “The Elements of Statistical Learning”, Springer, 2009,

DSC5406 Deep Learning

Introduction to K-Nearest Neighbors, Deep Feedforward Networks, Regularization of deep learning,
Optimization for training deep models, convolutional networks, recurrent networks, Applications.
Convolutional Neural Networks: Invariance, stability Properties of CNN representations:
invertibility, stability, invariance. Variants of the Basic Convolution Function ,history of CNN and
deep learning Recurrent and Recursive Nets: Recurrent and Recursive Nets, Unfolding
Computational Graphs, Recurrent Neural Network, Bidirectional RNNs, Deep Recurrent Networks ,
Recursive Neural Networks , The Challenge of Long-Term Dependencies , Echo State Networks,
Leaky Units and Other Strategies for Multiple, Time Scales , The Long Short-Term Memory and
Other Gated RNNs, optimization for Long-Term Dependencies, Explicit Memory. Linear Factor
Model and Autoencoder: Linear Factor Models, Probabilistic PCA and Factor Analysis Independent
Component Analysis (ICA), Slow Feature Analysis, Sparse Coding, Autoencoders, Undercomplete
Autoencoders, Regularized Autoencoders, Stochastic Encoders and Decoders, Applications of
Autoencoders. Deep Supervised Learning: Introduction to Deep Supervised Learn‘ing, Convolution
& Pooling, Dropout, Transfer Learning Transfer Learning Scenari(?s, Applications of Transfer
Learning, transfer Learning Methods, Fine Tuning and Data Augmentation, Related Research Areas.

Text Books: -
1. 1. Goodfellow, Y. Bengio and A.Courville, “Deep Learning”, MIT Press, 2015.

2: A. Gibson and J Patterson, “Deep Learning”, O’Reilly Media, Inc., 2017.
Page 18 of 31




13/c

§‘:\‘\\\T‘E ::Nl: 'l\\ t T h“\c“‘lgmc“: A Modern Approach™, 3nd edition, Prentice Hall, 2010
~ \- \\! 1‘1‘\; N 3R \Lm. and D.GL Stord, “Pattern Classification™, Wiley, 1973 T
¥ X Ay YN . Y N LN » AR -

AL Bihop, "Neural Networks for Pattern Recognition™, Oxtord University Press, 1995,

‘I hw

DICW 3ig Data Analytics

" Hiactran ta )Y ~ .

of Clusters, Diagnoatios, Reasons to Choose "md Cs : g \Cl- k- .u‘“ . If.rfnmmt‘ !.“' Nm,]-b”.
O g = SN w.nmx ‘IL\ .L\\lttgmmn: Dcus‘lon Trcc_\.(.)\ erview
< X = ¢ %\\mml Algorithm, Decision Tree Algorithms Evaluating a Decision Tree,
g:\:‘:“dl‘;\;\:‘ :\\;‘1‘\\( \l?{m‘ Bayes Thf\\n:m. Naive Bayes Classifier. ‘-\s‘so‘ciation and
e e Sistem:  Advanced  Analytical Theory and  Methods-Association  Rules.
Classification: Devision Trees, Overview of a Decision Tree, The General Algorithm, Decision Tree
;\i;:o:ih"*.m& Evaluating a Decision Tree, Decision Trees in R, Naive Bayes, Bayes™ Theorem. Naive
Bayes Classifier. Stream Memory, NoSQL Data Management For Big Data And Visualization:
NoSQL Datzbases: Schema-less Models: Increasing Flexibility for Data Manipulation-Key Value
Stores- Document Stores, Tabular Stores, Object Data Stores, Graph Databases Hive, Sharding,
Hhase, Anahzing big data with twitter, Big data for E-Commerce Big data for blogs, Review of
Basic Data Anahytic Methods using R.

Text Books:

1. C.Earona

2. AL Rajamr
2012

3. B. Lublinsky. K. T. Smith and A.Yakubovich. “Professional Hadoop Solutions™, Wiley, 2015.

4 T. White. "HADQOP: The definitive Guide™, O Reilly 2012.

.nd D.deroos ot al., “Understanding Big data ™, McGraw Hill, 2012
man and 1.D. Ullman, “Mining of Massive Datasets™, Cambridge University Press.

DSCH10 Empirical Software Engineering

The caal of the course is to instill the concepts and applications of empirical software engineering.
l:::ro:iu:xion: What Is Empirical Software Engineering? Overview & Types of Empirical Studies,
Empirical Study Process. Ethics. Importance and Basic Elements of Empirical Research, Some
Terminologies. Systematic Literature Review. Software Metrics, Experimental Design, Mining Data
from Softmare }.(s;\\sitories. Data Analysis and Statistical Testing. Model Development and

pterpretaton, Validity Threats, Reporting Results. Mining Unstructured Data, Case Study & Tools.

Text Books:
1. R. Malhotra,
Applications™, C RC press, 2016.
>. B.Bochm. H. D. Rombach, M. V. Zelkowitz,
The Legacy of Victor R. Basili™, Springer, 2010.

“~Empirical Research in  Software Engineering: Concepts, Analysis &

“Foundations of Empirical Software Engineering:
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DSC5302 Minor Project

DSC5304 Optimization Techniques
Basics of - Optimization Techniques: Historical Development, Engineering application of
programming problems,

Optimization, Formulation of design problems as mathematical
classification of optimization problems, Constrained and Un-constrained Optimization. Linear
er plane, Graphical method, Simplex method, Revised

Programming Problem: Convex Sets, Hyp

simplex method, Duality in linear programming (LP), Sensitivity analysis, other algorithms for

solving LP problems, Transportation, assignment and other applications. Non-Linear Programming

Problem: Quadratic Forms, Convex Non-linear Programming Problem, Method of Lagrange

multipliers, Kuhn—Tucker Theory, Convex Quadratic Programming Problem, Separable

Programming, Geometric Programming, Polynomial Programming Problem. Dynamic Programming:

Introduction, Forward and Backward dynamic Programming, Recursive Relations, Search

Techniques, Uniform, Sequential, and Fibonacci search Techniques, Univariate search methods,
Steepest Descent method, Conjugate Directions method, Flecture Reev Methods. Queuing Systems:
Introduction, Characteristics of Queuing Models, Models for arrival and service time, Kendall's
notation for representing Queuing Models, Birth and Death Processes Advanced Techniques of
Optimization: Introduction, Particle Swarm Optimization, Bacteria Foraging, Ant Colony

Optimization, and Genetic algorithms for optimization and search.

Text Books:
» New Age International (P) Limited,

I. S. S. Rao, “Engineering optimization: Theory and practice”
, Jain Bros, 7th edition, 2008.
perations Research and systems

d Edition, 1996.

3rd edition, 1998.
2. J. C. Pant, “Introduction to Optimization Operations Research”

3. K.V. Mital and C. Mohan, “Optimization Methods in O
Analysis”, New Age International (P) Limited, Publishers, Thir

Reference Books:
I. H.A. Taha, “Operations Research: An Introduction”, PHI Pvt. Ltd.
2. Kwang Y.Lee and El-Sharkawi, “Modern Heuristic Optimisation Techniques”, Wiley

Publication.
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DSC5306 Data Security & Privacy

Conventjonal Encryption Principles,
Operation, Modern Block Ciphers,

Public-key Cryptography Principles, Latest Trends and solutions in Information Security, IP

Security, Web Security: Secure Socket Layer (SSL) and transport layer security, TSP, Secure

Electronic Transaction (SET), Electronic money, WAP security, firewall design principals, Virtual
Private Network (VPN) security.

Text Books:
L. W. Stallings, “Cryptography and Network Security”, William Stallings, Seventh Edition, PHI,
2017.

2. C.A.Jan, “Basic Methods of Cryptography”
3. T. Calabrese, “Information Security
Thomson Learning., 2003.

4. W. Mao, “Modern Cryptography: Theory and Practice”, Pearson Education, 2003,
5. D. Elizabeth, R. Denning, “Cryptography and Data Security”, Addison Wesley, 1992,

» Cambridge University Press, 2000.
Intelligence: Cryptographic Principles & Applications”,

DSC5308 Distributed Systems

This course covers topics of Distributed System Models, Transparency, Scalability, Inter-process
Communication, Middleware, issues in design of Distributed Systems: current & future,

Communications, Process and Synchronization Serializability, Resource Allocation, Distributed
Shared Memory, Process Scheduling, Load Balancing & Load Sh

algorithms. Distributed File Systems Overview of security techni
Digital signatures, Cryptography pragmatics.

Text Books:
1. S. Taenbaum and M. v, Steen, “Distributed Systems: Principles and Paradigms”
2015.

2. G. Coulouris, J, Dollimore and T. Kindberg,
Addison Wesley, 1994,

3. Kshenkalyani and M. Singhal, “Distributed Computing”

» Prentice Hall,

“Distributed Systems Concepts and Design”,

» Cambridge University Press, 2008,
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DSC5310 Natural Language Proccssing

This course contains topics Phases in natura] language processing, applications, Words and Word
Forms, Morphology Paradigms; Finite State Machine Based Morphology; Automatic Morphology
Learning; Shallow Parsing; Named Entities; Maximum Entropy Models; Random Fields.
Morphology, ?cquisition models, Theories of Parsing, Parsing Algorithms: Robust and Scalable
Parsing on Noisy Text as in Web documents; Lexical Knowledge Networks, Wordnet Theory; Indian
Language Wordnets and Multilingual Dictionaries; Semantic Roles; Word Sense Disambiguation;
WSD and Multilinguality, Web 2.0 Applications.

Text Books:

I. D. Jurafsky and J. H. Martin, “Speech and Language Processing”, 2nd edition, Pearson
Education, 2009.

2. James,.“Natural Language Understanding”, 2nd edition, Pearson Education, 1994,

3. Bbharati, R. Sangal and V. Chaitanya, “Natural Language Processing: A Paninian Perspective”,
PHI, 2000. .

4. T. Siddiqui and U.S. Tiwary, “Natural Language Processing and Information Retrieval”, OUP,

2008.
DSC5202 Predictive Modelling

The course aims at introducing the framework of predictive modeling process to students.
Introduction: classification & prediction, key ingredients of predictive models, goals of a regression
analysis, regression models, data in a regression analysis. Data preparation: analyzing the metric
data, outlier analysis, correlation analysis, attribute reduction methods, attribute extraction.
Statistical tests: categories, one-tail and two-tail, Type I and Type Il errors, interpreting significance
results. Model Development: data partition, attribute reduction, model construction, model
validation, hypothesis testing, results interpretation, cross-validation, Hypothesis testing and model-
comparison tests. Model evaluation: performance measures for categorical and continuous

dependent variables, ROC analysis.

Text Books:
1. M. Kuhn and K. Johnson, “Applied Predictive Modelling”, Springer Verlag, 2013,

2. R. Malhotra, “Empirical Research in Software Engineering: Concepts, Analysis & Applications”,

CRC Press, 2016.
3. E.E. Frees, E.W. Derrig, and G. Meyers, “Predictive Modeling Techniques in Actuarial Science”,

Vol. I: Predictive Modeling Techniques. Cambridge University Press, 2014,
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DSC5204 Operational Research

;l;:zsu ::tl;rser‘au;}s‘dm famlll-arlzmg th.e.student:? with quantitative tools and techniques, which are

] ‘ y ¢pp.1c. to business dGClSIOn-maklng. Introductory linear algebra: system of linear
equ.atlons, matrl.ccs, rank and determinant of matrix, linearly dependent and independent vectors
basis of a matrix. Linea.r programming: optimization problems, introduction to LP formulation:
Tonvlex (slclysi Extrcmf: points, geometry of linear programs, basic feasible solutions, neighborhoods,
doec;llnizll.:]ong,(;)f atlh::)pslra, profitable column, pivoting, simplex algorithm, graphical method. Duality:

| al probler.n., primal-dual relationships, economic interpretation of duality,
con:lplcmcntar){ slackness conditions. Transportation models: transportation algorithm, assignment
model, hungarian method. Queuing models: elements of queuing model, exponential distribution,

poisson distributions, poisson queuing models, single server model, multiple server model.

Text Books:

1. G. Hadley, “Linear Programming”, Narosa, 2002.
2. H. A. Taha, “Operations Research-An Introduction”, Prentice Hall, 8th Edition, 2008.

3. A. Ravindran, D. T. Phillips and J. J. Solberg, “Operations Research-Principles and Practice”,
John Wiley & Sons, 2005.

DSCS5206 Rescarch Paper Writing

The primary objective of the course is to make one aware of the basics and structure of formal
research writing. Introduction: Concept of research writing and its importance, types of a study and
its process. Systematic Literature Review: Basic concepts, planning, conducting, reporting. Research
paper writing: abstract, introduction, related work, experiment design, research methods, research

results, discussion & interpretation of results, validity evaluation, conclusions & future work,
acknowledgement, references, index. Research ethics and misconduct.

Text Books:
1. R. Malhotra, “Empirical Research in Software Engineering: Concepts, Analysis & Applications”,
CRC press, 2013.

2. M. Cargill and P. O’Connor, “Writing Scientific Research Articles: Strategy and Steps”, 2nd
edition, Wiley Blackwell, 2013.

3. J. Mugah, “Essentials of Scientific Writing”, AuthorHouse, 2016.
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DSC6401 Advanced Machine Learning

r -

) . . Bayesio, rLﬂ(;(ij)a:ance»;:[ Data. Bayesian Leaming: Introducrion
‘, - - ' = - - e = - = Mt
avesian decision theory, Naive Bayes. Ensemb] ¢! selection, Hierarchica) Bayes, Empirical Bayes,
ing fits ?_Leammg; Bagging. Random Forests. Tree Ezsed
S an add!m-e model, forward stagewise additive micdeime.
Summarization, Nagyp] Language Processj ihformation o raction. rewieval, clustering, te

Associati iy i Applications of iming:  Introdiucric
- neaat(;!: rules, (;luster analysis, Self-organizing maps, Principal come S rm'v‘d-k’*m—
-negative matrix e LIS g nponents. curves 2nd surfzces
trix factonzatlon. Independent Component anals, sisf multidimensicnz! scafie

nonli i : . >
nlinear dimension reduction, the 200glePagerank algorithm ) g Ao, Scaiimg,
= s - Deep Leaminz N Applications.

s il

Text Books:

1. T. Mitchell, “Machine Leaming™, McGraw Hill, 1997.

2. S. Shalev-Shwartz. S. Ben-David, “Understandine Machine Leamine: From Theory 1w
Algorithms™, Cambridge University pres, 2014, ) '

3. J.D. Kelleher, B. M. Namee. A_ D'Arcy, “Fundamentals of Machine Leamning for Precicrive Dorz
Analytics: Algorithms, Worked Examples, and Case Studies™, MIT Press. .':01-5-

DSC6403 Cloud Computing

The goal of this course is to introduce the concepts and applications of clocd computing. Overviews
&enl rends I comrurine

of Computing Paradigm and introduction to cloud computing: Recent wrends @ Tutine,
Evolution of Cloud Computing, Cloud service providers. Properties. Charsceristies &
Disadvantages. Cloud computing vs. Cluster computing vs. Grid computine. Role of Orex
Standards. Cloud computing architecture, Rolke of networks 2nd web seTvices i cloed comrperime,
Service models, Deployvment Models. Infrestructure as a

Service (Iz2S). Plerform a5 3 Sery e
1 . r ——— Tore aveyrrar—
(Pa2S). Software as a Service (SaaS). Service manacement in Cloud Competing, Cloed Security.

Text Books:
1. B. Sesinsky, “Cloud Computing Bibke™, Wiley, 2010. .
R. Buyyz. J. Broberz. A. M. Goscinski, “Cloed C omputing: Principles 3od Paracirms™, Wi

2
2011. - L ' -
5. N. Antonopoulos. L. Gillam. “Cloud Computing: Principles. Sys=ms and Appicacions™.
Springer, 2012, ~ - o -
;. R L._Krmz. R. D. Vines, Cloud Security: A Comprebensive Guide to Secere Cloed Co cutmr

Wiley, 2010.



10T, Physical D f B
tion meg e 0 ysical Design of [o7
Networks, Cloud Of;;u:?t Confmumcatlon APIs 10T enableq Technologies —
ystems, [oT Levels ang o Ng, Big data analytics, C

Ommunication protocols,
Home, City, Environment,
- [oT and M2M: Software

ython: Language features of Python, Data types, data
les, Packaging, fi i ,
Python packages — JSON, x
Endpoints:

f‘unctions, modu

structures, Contro| of flow,
, classes, Exception handling
ib. IoT Physical Devices and
12C) Programming - Python
» controlling output, and reading

: Introduction to Cloud Storage models
: erver — Web server for [oT, Cloud for [0T, Python web application
framework deSIgning a RESTful web API,

input from pins. IoT Physical §
and COmmunication APIs Webs

Text Books:

1. Bahga and v. Madisetti, “Internet of Things —

2. M. Richardson and S. Wallace, Getting Starte
3. 7, Holler, V. Tsiatsis, C.

A Hands-on Approach”, Universities Press, 2015.

d with Raspberry Pj, O’Reilly (SPD), 2014.

» “From Machine-
ce”, Ist edition,

Academic Press, 2014.

4. B.S. Reiter and F.Michahelles, “Architectin

5. W. Stallings, “Foundations of modern

Addison-Wesley, 2015.

g the Internet of Things”, Springer, 2011,

networking: SDN, NFV, QOE, IOT, and cloud” publisher:

DSC6407 Multimedia Applications

This course contains topics of Introduction to Multime
Multimedia Distributed Processing Model, Synchroniz
Architecture. Usage of Text in Multimedia, Families and Faces of Fonts, Outline Fonts, Bitmap

Fonts International Character Sets and Hypertext, Digital Fonts Techniques. Audio and Speech ,
Images and , Multimedia and Hypermedia, Hypermedia Presentation.

dia Systems Architecture and Components,
ation, Orchestration and Quality of Service

Text Books:

1. T. Vaughan, “Multimedia: Making it work”™, Tata McGraw-Hi.ll, ?th edition, 2017,
2. R. Aggarwal, B. B Tiwari, “Multimedia Systems”, Excel Publlcatlon., 2007.

3. Z.Li & M.S. Drew, “Fundamentals of Multimedia”, Pearson Ed.ucatxor'l, 29()9.

4. D. Hillman, “Multimedia Technology and Application”, Galgotia Publication, 2000,
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This course intends to learn i i

Introduction includes History, gizrii)]lll?cl:s p;(;gézgﬁm%; Wm'l o
speeds, CPU/Gpy Comparisons, Heterogeneity Acoees P
OpenCL/ OpenACC, Hel World Computation Ker,n
‘ctronts, Thread blocks/ Workg
Device Properties, Simple program
shared, private. Local, tex

phics Processing Units (GPUs).
rocessing Units, GPGPUs, Clock
Paralle] Programming, CUDA

Launch p
) ) arameters
roups, Streammg m

K
Thrust) and developing |j ernels fu

nctions, Using libraries (such as
tools, and Performance as

braries. Support includes Debugging GPU Programs, Profiling, Profile

pects. Streams include

kernel execution, pitfalls. Case Studies related to
algorithms, Simulations, Deep Learning. Advanced topics covers Dynamic

Parallelism, Unified Virtual Memory, Multi-GPU processing, Peer access, Heterogeneous
processing.

Text Books:

1. D. B. Kirk and W. H. Wen-Mei, “Programming Massively Parallel Processors: A Hands-on
Approach”, Morgan Kaufmann, 2010 (ISBN: 978-0-12-415992-1).

2. 8. Cook, “C. U. D. A. "Programming: A Developer's Guide to Parallel Computing with GPUs”,
Applications of GPU Computing, 2012 (ISBN: 978-0-12-415933-4).

DSC6301 Intellectual Property Rights

This course contains topics of Introduction to IPR Overview & Importance IPR in India —
and Development IPR in abroad Some Important examples of IPR Patents and their de
Protectable subject matter--patentable invention, Procedure for obtaining patent, Provisio
complete specification Rights conferred on a patentee, transfer of
searching & filing, Copyrights, Trademarks, relationship between un
property laws, Research and Intellectual Property Rights, Mana
Intellectual Property Industrial Designs: research and righ
enforcement; Case studies in IPR.

Genesis
finition;
nal and
patent; granting; infringement;
fair competition and intellectual
gement Licensing and Enforcing
ts managements; [egal issues,

Text Books:

1. B.L. Wadehra, “Law Relating to Intellectual Property”,
co. pvt. Ltd, 2007.

2. A. Parulekar, S. D’ Souza, “Indian Patents Law
2006.

3. P.Narayanan, “Law of Copyright and Industrial Designs”, Eastern law House, 2010,
Page 26 of 31
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Attacks on coll i
aborafive recommender systems. Hybrid approaches including Opportunities for

hybridizati ithi T ;
P)ziralleli::elc(i) n;lylr)vrli(;?;i}[::;c dZib rrll('jlz\z;;“('mh dc? Slg“:_ Fe‘ature ?Ombin'atio'n ’ Feawr'e i aufgmemat'ion’
Cascade Metalovel Limitatiog : ) ilg tff . S'Wltchmg, Mlxed Plpel'med hybridization design:
includes. Introdeo > ns o .ybrldlzatlon S.trategles. Evaluating Recommender System
S Introduction, General properties of evaluation research, Evaluation designs: Accuracy,
Covera.ge, Confidence, Novelty, Diversity, Scalability, Evaluation historical datasets, Offline
evaluations. Types of Recommender Systems including Recommender systems in personalized web
search, Knowledge-based recommender system, Social tagging recommender systems, Trust-centric
recommendations, Group recommender systems.

Text Books:
1. D. Jannach, M. Zanker and A. Felfernig, “Recommender Systems: An Introduction”, st edition.

Cambridge University Press, 2010.
2. C.C. Aggarwal, “Recommender Systems”, Cham: Springer International Publishing, 1st edition,

2016.

3. F. Ricci, L. Rokach and B. Shapira, “Introduction to Recommender Systems Handbook™,

Springer, Boston, MA, 1st edition, 2011.
4. N. Manouselis, H. Drachsler, K. Verbert and E. Duval, “Recommender systems for learning”,

Springer Science & Business Media, 2012.
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DSC6305 Security Analytics

data i . nt data, Internet ’d]’c?tzm;)(%\j[af hic data, Real estate and auto data, credit
.a‘mtegranon, security and privacy, Choi . » Data preparation, Interrogating the data,
criminal data. Link Analysis and lntelli, ent OA'Cepomt, TO?[S for data preparation, Standardizing
Decision Trees, case studies,Criminal Paite -%\ims’ Maching Le.aming Profiles: Machine lear nfng:
Insurance crimes, Telecommunicati ms: Money as D-ata, Financial crimes, money laundering,
Intrusion Detection: Intrusion MO o crimes, case studies, Identity crimes, Detecting crimes,
detection systems éase » dn 7 s, Intrusion P_attems, Anomaly and Misuse detection, intrusion
mining IDs Adva’nced D ucy, types of IDs, M1suse IDs, Anomaly IDs, Multiple based IDs, Data
’ s, Forensic considerations, Early warning systems, Internet resources.

Text Books

1. J. Mena, “Investigative Data Mining for Security and Criminal Detection”, Butterworth-
Heinemann, 2002.

2. 2D(ilBarbara and S. Jajodia, “Applications of Data Mining in Computer Security”, Springer,
2.

Chen, W.W.S. Statistical Methods in Computer Security, Marcel-Dekker, 2005.

W. Stallings, Cryptography and Network Security, Pearson Education, Sixth Edition, 2013.

W

DSC6307 Software Quality & Metrics

The primary objective of the course is to make one understand software quality concepts and
associated metrics to deliver good quality maintainable software. Introduction to software quality:
What is software quality? software quality attributes, elements of a quality system, software quality
models. Software metrics, their categories and application areas, measurement scales, analyzing
metric data, metrics for measuring size, structure and software quality. Software maintenance:
categories, challenges, maintenance of object-oriented software, software rejuvenation, estimation of

maintenance effort, configuration management, regression testing. Case study pertaining to software

quality improvement.

Text Books:
1. Y. Singh, R. Malhotra, “Object-Oriented Software Engineering”, PHI Learning, 2012.

2. S.H. Kan, “Metrics and Models in Software Engineering”, Second Edition, Pearson Education,

2003.
3. A. Basu, “Software Quality Assurance Testing and Metrics”, PHI Learning, 2015.
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DSC6309

Swarm ang Evolutionury Computing

The course ig designed to introduce the basj

i i PR evol
with thejr applicationg, Introduction to E i ution
evolution Strategies,

ary and swarm computing along
problems. Sy

: Omponents, global optimization,

, leﬂrnlng Classi » Parameter control, multi-modal
ms, particle swarm optimization.
and mutatjop, Genetic algorithm convergence,
: e s and Multi-objectjve E\’OlUtionary Algorithms: Variants of
Part'lCIe i i bridization, hybrid Multi-objective
ch algorithm, Artificial Bee Colony

» Bacterial Foraging, Application to the
oblem. Application to real world optimization problems,

putational Intelligence”
» “An Introduction to Genetic Al

3. D. Goldberg, “Genetic Algorithms in Sear
Wesley, 1989,

» Second Edition, John Wiley & Sons, 2008.
gorithm™, MIT Press, 1996.

ch, Optimization, and Machine Learning", Addison-

4. A.E Eiben, J.E. Smith, “Introduction to Evolutionary Computing™, Second Edition, Springer,
2007.
5. K. Delong,

“Evolutionary Computation: A Unified Approach", MIT Press, 2006.
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DSC6201

Soft Computing

Computing, Al Search A
. lgori ] fici i
/F\rslr)rlli(::sz;tioc,)]b.'ects, Hybridg I\/Ilz)l:ir:l,spr;drlt??'té Calculus, Ru?;acl)fl?rtlfclelrlécr:m ASPP““"?O“S g
Genetic Al S (?f NN. Fuzzy Logic and };lCIal Neural Networks Backnce’ C'T““f“‘c N“:l“:orkis'
gorithms and Swarm Optim; u_ZZy Sets, Fuzzy Arithn’letic N o iz N“‘“’fl‘s‘
ptimizations: Fitness Computations ’Iivc)elzrt(i’or;af;szr}:)gt:‘(:‘(‘js‘l;:i’

G 1 .

Text Books:

S. Patnaik, B. Zhong, “Soft Computi
H. J. Krogh, R.G. Palmer, “Int guﬂr.lg Techniques in Engineering Applications”, Springer, 2014
; 1991. , “Introduction to the Theory of Neural Computation™, Addison-Wesley,
M. Mi g .
4. S. Ka:sct?iil,“AAr:;nfmd”Ct"?“ to Genetic Algorithm”, PHI, 1998.
5. J. A. Anderson ::Ial Intelligence™, Cengage Learning, 2007
. G.1 Klir & B ’Y n Il‘l‘troductlon to Neural Networks™, MIT Press, 1997.
. . Yuan, “Fuzzy Sets & Fuzzy Logic”, PHI, 1996.

DSC6203 Search Based Software Engineering

This course aims to introduce students to a wide range of search based software engineering
terminology, techniques, and processes. Topics covered in this course are as following: Search Based
Software Engineering Introduction, methods, search based algorithms, automated test case generation
introduction, search based approaches to automated test data generation, test data generation using

genetic algorithms, PSO, ABC, test data generation tools.

Text Books:
York: Cambridge University Press, 2012.

1. Y. Singh, «Software Testing”, U. S, New
5. R. Malhotra, “Empirical Research in Software Engineering: Concepts, Analysis & Applications”,

CRC press, 2016.

Supported Readings:
P. McMinn, “A theoretical and empirical study of search-based testing: Local

1. M. Harman, and
» IEEE Transactions on Software Engineering, vol. 36, no. 2, pp. 226—

global, and hybrid search,’
247, 2010.

2. W. Afzal, R. Tor
testing for non-functio
6, 957-976, 2009.

terature review of search-based software

kar, and R. Feldt, “A systematic li
on and Sofstware Technology, vol. 51, no.

nal system properties,” Informati
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DSC6205 Statistical Tools

This course contains review and applications of statistical tools. Introduction to statistical tests and
statistical concepts with various tools such as WEKA, SPSS, R, Python and MATLAB

Text Books:

1. lan H. Witten, Eibe Frank, M. Hall, “DATA MINING, Practical Machine Learning Tools and
Techniques, “Morgan Kaufmann Series in Data Management Systems, 201 1.

2. V.K. Rohatgi, A.K. Md.E.Saleh, “An Introduction to Probability and Statistics”, Wiley, 2008.

3. S.M. Ross, Introduction to Probability and Statistics for Engineers and Scientists, Fifth Edition,
Academic Press, 2014.



